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Static and dynamic polarizabilities of atoms and functional groups within molecules are calculated from the response of the distributed multipoles to different applied potentials, using a newly developed localization scheme. The methodology, described here in full for the first time, is based entirely on first-principles calculations. It gives physically reasonable and transferable polarizabilities and dispersion energy coefficients, for multipole components up to at least octopole. Polarizabilities and dispersion energy coefficients determined using this method are used to calculate induction and dispersion energies which are compared with \textit{ab initio} energies calculated at the Coupled Hartree–Fock level of theory. The localized polarizabilities and dispersion energy coefficients are shown to be an improvement over the corresponding molecular values, in terms of both absolute accuracy as well as convergence properties.
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1. Introduction

Computer simulations of molecules in the liquid and solid state and in clusters rely for their predictive power on a reasonable representation of the intermolecular interactions. With the continuing rapid increase in computational power, molecular simulations can now use more elaborate and realistic intermolecular potential energy functions, and theoretical methods for calculating these intermolecular potentials are advancing rapidly [1]. The starting point for developing models of intermolecular interactions is usually the long-range multipole coefficients $C_n$, which describe interactions between well-separated molecules, and, for all but the smallest molecules, these multipole coefficients must be known for local regions of a molecule, such as the individual atoms or united atoms, not merely for the molecule as a whole. Local $C_n$ coefficients can be calculated from local multipoles and from static and dynamic local polarizabilities. Physically reasonable and useful local multipoles are relatively straightforward to obtain from first principles, and a number of methods have been published [2–6], but local polarizabilities are much more difficult to obtain, mainly because of the inherent non-locality involved in the response of the charge density of a molecule to an applied electrostatic potential. Nevertheless, the potential rewards for obtaining local polarizabilities (in particular, a first-principles method for obtaining atom–atom dispersion energy coefficients) have stimulated much work in this area [7–15], with many of these developments being made by the Stone group.

We recently [16] introduced a new method for calculating local polarizabilities, and gave results for $l=1$ to 3 (dipole to octopole polarizabilities) for several small molecules and hydrocarbons up to hexane. The method has a combination of features which distinguishes it from previous work in this area. It requires only first-principles electronic structure calculations, and no fitting is involved. The calculated polarizabilities are local to the separate atoms or functional groups, their values appear to be reasonable, and the net effect of all the separate local polarizabilities reproduces the total molecular polarizabilities. The polarization energies of molecules in different electrostatic potentials converge more quickly with increasing multipole rank when they are calculated using these local polarizabilities, than when they are calculated using the total molecular polarizabilities.

However, our published method is incomplete for two main reasons. It relies on information about
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‘bonds’ between atoms, which would not be available in a truly first-principles approach, and which would be ambiguous for weak intramolecular or intermolecular bonding, and for transition states in chemical reactions. In addition, the method is only completely defined for molecules which are simply connected (in the mathematical sense) by chemical bonds. This excludes molecules containing rings and cages of atoms, extended structures such as crystals, and clusters such as fullerenes and nanotubes.

In this paper, we extend our previous work in three important ways. First, we introduce a method for calculating local polarizabilities which does not rely on a subjective definition of bonding, and which can be applied to molecules of arbitrary structure and to clusters. For simply connected molecules, this new method gives identical results to our previous work, so we focus here on its application to molecules containing rings of atoms. Second, we calculate dynamic polarizabilities and present results for local dispersion energy coefficients. These are shown to be physically reasonable in magnitude and transferable between chemically similar entities. Third, we show that the basis set dependence of the method can be significantly reduced by using a recently developed scheme for calculating atomic multipoles. This allows larger basis sets to be used for the calculations, which should enable benchmark quality results to be produced.

Atomic units are used in this paper. The physical constants \(4\pi\varepsilon_0\) (\(\varepsilon_0\) is the vacuum permittivity) and \(e\) (the elementary charge constant) both have the numerical value 1 in atomic units. The atomic unit of length is the Bohr, \(a_0 = 5.291772 \times 10^{-11}\) m, and the atomic unit of energy is the Hartree, \(E_h = 4.35975 \times 10^{-18}\) J.

2. Theory

Polarizabilities \(\alpha\) describe the response of the charge density \(\rho\) of a molecule \(A\) to an applied electrostatic potential \(V\). If the applied potential obeys Laplace’s equation, then it can be expanded in a multipole series about an origin of coordinates, whose location is immaterial in what follows:

\[
V = \sum_\lambda V_\lambda R_\lambda(r),
\]

where \(\lambda\) denotes angular momentum \((l, m)\), \(R_\lambda = C_\lambda r^l\) is a regular spherical harmonic function, and \(C\) is an unnormalized spherical harmonic function. (Applied potentials that do not obey Laplace’s equation require a more elaborate treatment than is provided by polarizabilities, so they are not considered further here.) The applied potential changes the molecular multipoles \(Q\), which are given by

\[
Q_\lambda = \int \rho(r) R_\lambda(r) \, dr,
\]

where \(\rho\) is the charge density. The molecular polarizabilities are defined as the linear response of the multipole moments to the applied potential:

\[
\alpha_{\lambda,\lambda'} = -\frac{\partial Q_\lambda}{\partial V_{\lambda'}}|_{V=0},
\]

and \(\alpha_{\lambda,\lambda'} = \alpha_{\lambda',\lambda}\) (the polarizability is symmetrical) because \(Q_\lambda = \langle \partial E/\partial V_\lambda \rangle|_{V=0}\), where \(E\) is the electronic energy.

Local multipoles \(Q_{a,\lambda}\) for the atoms or functional groups \(a\) within a molecule cannot be defined uniquely. In this work we use the Distributed Multipole Analysis (DMA) method [2], and the recently modified DMA method [6] which reduces the basis set dependence of the DMA multipoles. However, our method for calculating local polarizabilities can be applied to any set of local multipoles, provided that they reproduce the total molecular multipoles up to the same maximum multipole rank:

\[
Q_\lambda = \sum_a \sum_{\lambda'} Q_{a,\lambda'} T_{\lambda,\lambda'}(r_a),
\]

where \(r_a\) is the location of the nucleus of atom \(a\), or the centre of functional group \(a\), and the transfer functions \(T\) are defined by the expansion of a regular spherical harmonic function about a different origin [2]:

\[
R_\lambda(r - r_a) = \sum_{\lambda'} T_{\lambda,\lambda'}(r_b - r_a) R_{\lambda'}(r - r_b).
\]

This series terminates, and \(T_{\lambda,\lambda'} = 0\) if \(l < l'\). In other words, the first subscript of any non-zero function \(T\) has multipole rank greater than or equal to the second subscript.

Now we consider the effect on the local multipoles of applying a potential to the molecule. The linear response is denoted by \(\Pi^u\), where

\[
\Pi^u_{a,\lambda,\lambda'} = -\frac{\partial Q_{a,\lambda}}{\partial V_{\lambda'}}|_{V=0},
\]

and the superscript ‘\(u\)’ denotes ‘uncorrected’, for reasons which are explained below. The response \(\Pi^u_{a,\lambda,\lambda'}\) is not usually symmetric with respect to exchange of its angular momentum subscripts \(\lambda\) and \(\lambda'\), and, since \(V_{\lambda'}\) is a molecular (not local) potential, \(\Pi^u_{a,\lambda,\lambda'}\) is not usually a local polarizability.
Local polarizabilities \( \alpha_u \) may be defined by analogy with molecular polarizabilities:

\[
\alpha_{u,\ell,\lambda'} = -\left( \frac{\partial Q_{u,\ell}}{\partial V_{a,\lambda'}} \right)_{V=0},
\]

where \( V_{a,\lambda'} \) is a multipole component of the applied potential with respect to \( r_a \), the centre of local region \( a \). From Equations (1) and (5) it follows that

\[
V_{a,\lambda'} = \sum_\lambda V_\lambda T_{\lambda,\lambda'}(r_a),
\]

and combining this with Equations (6) and (7) gives

\[
\Pi_{a,\ell,\lambda'}^u = \sum_\lambda \alpha_{u,\ell,\lambda'} T_{\lambda,\lambda'}(r_a),
\]

(9)

A superscript ‘u’ (uncorrected) is attached to the local polarizability \( \alpha_u^u \) in this equation, as this definition of local polarizability will be modified below. From the properties of the \( T \) functions it follows that the sum can be restricted to \( \ell'' \leq \ell' \), where \( \ell' \) is the multipole rank of the applied potential.

Since the linear responses \( \Pi^u \) can be calculated from first principles (given a suitable method for obtaining local multipoles), the local polarizabilities can be obtained from Equation (9), if the reasonable assumption is made that they are symmetrical: \( \alpha_{u,\ell,\lambda'} = \alpha_{u,\ell',\lambda} \). The calculation is done for increasing values of \( \ell' \) and \( \ell \), first considering \( \ell' = 0 \) and all \( \ell \geq 0 \) in Equation (9), then \( \ell' = 1 \) and all \( \ell \geq 1 \), and continuing up to any required maximum multipole rank.

For example, consider the \( m=0 \) components of the polarizability of a linear molecule aligned along the \( z \) axis. Using the explicit expressions for \( T \) in Equation (9) produces, for \( \ell' = 0 \),

\[
\Pi_{a,0,0}^u = \alpha_{u,0,00}^u,
\]

(10)

and the left-hand side is zero, because applying a constant potential \( V_{00} \) to a molecule has no effect on its charge density, so the polarizabilities on the right-hand side are all zero, which is an essential requirement for local polarizabilities. The assumption of symmetry then gives \( \alpha_{u,0,00}^u = 0 \) for all \( \ell \).

Applying a constant electric field gives \( \ell' = 1 \) in Equation (9), and there are two terms on the right-hand side:

\[
\Pi_{a,0,10}^u = \alpha_{a,0,00}^u z_a + \alpha_{a,0,10}^u,
\]

(11)

where \( z_a \) is the \( z \)-coordinate of atom/region \( a \). Since the ‘charge polarizabilities’ are zero, only the second term on the right-hand side remains, so all the polarizabilities \( \alpha_{a,0,10}^u \) and hence \( \alpha_{a,1,0,0}^u \) can be obtained.

Next, a constant electric field gradient \( \ell'' = 2 \) is applied. Eliminating zero polarizabilities from the right-hand side of Equation (9) gives

\[
\Pi_{a,0,0}^u = \alpha_{u,0,10}^u (2z_a) + \alpha_{a,0,20}^u.
\]

(12)

Since the polarizabilities \( \alpha_{u,0,10}^u \) were obtained in the previous step, this equation yields the quadrupole polarizabilities \( \alpha_{a,0,20}^u \). However, this simple procedure does not give symmetrical local polarizabilities. For example, Equation (11) with \( \ell = 0 \) gives \( \Pi_{a,0,0,10}^u = \alpha_{u,0,00}^u z_a + \alpha_{a,0,0,10}^u \). The right-hand side must be zero if the polarizability is symmetrical, but the left-hand side is not found to be zero in practice: applying an electric field to a molecule causes the local charges to change. Substituting \( \ell = 0 \) into Equation (12) gives similar problems, and \( \ell = 1 \) gives \( \Pi_{a,1,0,10}^u = \alpha_{u,1,0,10}^u (2z_a) + \alpha_{a,1,0,20}^u \), where both polarizabilities on the right were obtained in the previous step, but in practice the calculated \( \Pi_{a,1,0,10}^u \) does not satisfy this equation. Finally, if the molecule has lower symmetry, applying potentials with the same \( \ell \) but different \( m \) can produce unsymmetrical polarizabilities \( \alpha_{u,m,0,m}^u \neq \alpha_{u,m,0,0}^u \).

Our solution to this problem is a ‘localization’ or ‘symmetrization’ scheme which modifies the local multipole responses \( \Pi^u \) to give new values \( \Pi_{\ell'}^u \). These are chosen such that the local polarizabilities \( \alpha_{u} \), calculated from \( \Pi_{\ell}^u \) using Equation (9) (without the ‘u’ superscripts), are symmetrical and consistent. This is done by re-expressing part of the multipole response of each region \( a \) as a series of multipole responses at neighbouring regions \( b \), without changing the overall multipole response of the molecule. If a multipole response of \( a \) is calculated to be \( \Pi_{a,\ell,\lambda'}^u \) and a part \( \Pi_{a\rightarrow b,\ell,\lambda'}^u \) of this is re-expanded about centre \( b \), this changes the multipole responses \( \Pi_{b,\ell,\lambda'}^u \) of \( b \), for all \( \ell' \geq \ell \), by an amount \( \Pi_{a\rightarrow b,\ell,\lambda'}^u T_{\lambda,\lambda'}(r_b - r_a) \). The modified multipole response of \( a \), including such ‘transfers’ of response from \( a \) to \( b \) and also from \( b \) to \( a \), is therefore

\[
\Pi_{a,\ell,\lambda'} = \Pi_{a,\ell,\lambda'} + \sum_b \sum_{\lambda} \sum_{\ell'} \Pi_{b\rightarrow a,\ell',\lambda'} T_{\lambda,\lambda'}(r_b - r_a) T_{\lambda',\lambda'}(r_b - r_a)
\]

(13)

The sum over \( \lambda' \) is restricted to \( \ell'' \leq \ell \).

The multipole shifts \( \Pi_{a\rightarrow b,\ell,\lambda'} \) are calculated in increasing order of \( \ell' \) and \( \ell \), in parallel with the calculation of the local polarizabilities. For each applied potential \( \ell' \), starting from \( \ell' = 1 \), multipole shifts are obtained separately for each response \( \lambda' \), for \( \ell \leq \ell' \), starting from \( \ell = 0 \). In the case of a linear molecule considered above, the procedure starts
with \( l' = 1, m' = 0, l = 0, m = 0 \), and Equation (13) becomes

\[
\Pi_{a,0,0,10} = \Pi_{a,0,0,10}^{u} + \sum_{b} \Pi_{b\rightarrow a,0,0,10} - \sum_{b} \Pi_{a\rightarrow b,0,0,10}.
\]

(14)

The left-hand side of this equation must be zero, so the charge shifts \( \Pi_{b\rightarrow a,0,0,10} \) are chosen such that the right-hand side is zero, that is, some ‘unwanted’ charge response of region \( a \) to the applied field is ‘moved’ to other regions, and vice versa, such that the modified charge response of each region is zero. The choice of charge shifts which satisfy the constraint (14) for all regions \( a \) is not unique, and the method for choosing the charge shifts and other multipole shifts is addressed later. The charge shifts \( \Pi_{b\rightarrow a,0,0,10} \) then affect the response \( \Pi_{a,\lambda,10} \) of the dipoles and higher multipoles \( \lambda \) of region \( a \), via the middle term on the right-hand side of Equation (13). This occurs because ‘moving’ a charge produces higher multipoles at the new centre.

After obtaining the charge shifts, dipole shifts \( \Pi_{b\rightarrow a,10,\lambda} \) are chosen in an analogous way. The local dipole response \( \Pi_{a,10,\lambda} \) is obtained from direct calculation. The ‘corrected’ dipole response \( \Pi_{a,10,\lambda}^{u} \) is known from Equation (9) (without the ‘\( u \)’ superscripts) and from the requirement that the polarizabilities are symmetrical. The charge shifts \( \Pi_{b\rightarrow a,0,0,10} \) were found in the previous step, so the dipole shifts are the only undetermined quantities in Equation (13) when \( l = 1 \).

The only case that is not covered by the above procedure is the non-symmetry of local polarizabilities \( \alpha_{a,\lambda,10}^{u} \) with \( l = l' \). In this case, the ‘corrected’ local polarizability is taken to be the mean value, \( \alpha_{a,\lambda,10}^{u} = (\alpha_{a,\lambda,\lambda'}^{u} + \alpha_{a,\lambda',\lambda}^{u})/2 \), and the local multipole responses are modified, using suitable multipole shifts, to produce this result.

The complete computational procedure thus proceeds as follows.

1. Apply \( l = 1 \) potentials and calculate the local multipole responses.
2. Apply charge shifts to remove the local charge responses; this will also modify the local dipole and higher responses.
3. Apply dipole shifts to make the dipole–dipole polarizabilities symmetrical, as just discussed; this will also modify higher responses.
4. Calculate all the local dipole polarizabilities (dipole–dipole, dipole–quadrupole, and higher if required) using the modified local responses.
5. Apply \( l = 2 \) potentials and calculate a new set of local multipole responses.
6. Repeat Step 2 to remove the charge responses.
7. Apply dipole shifts to produce the ‘correct’ dipole responses, which are calculated using the local dipole–dipole polarizabilities and dipole–quadrupole polarizabilities from Step 4.
8. Apply quadrupole shifts to make the quadrupole–quadrupole polarizabilities symmetrical.
9. Calculate all the local quadrupole polarizabilities (quadrupole–quadrupole, quadrupole–octopole, and higher if required).
10. For higher values of \( l \), repeat Step 5, Step 6 for the charge responses, Step 7 for the dipole, quadrupole and all other responses of lower rank than \( l \), Step 8 for the responses of rank \( l \), and Step 9 to obtain the polarizabilities.

We now consider the multipole shifts. Regardless of the multipole components \( \lambda \) and \( \lambda' \), the shifts must be chosen to satisfy a general version of Equation (14),

\[
\Pi_{a,\lambda,\lambda'} - \Pi_{a,\lambda,\lambda'}^{u} = \sum_{b} (\Pi_{b\rightarrow a,\lambda,\lambda'} - \Pi_{a\rightarrow b,\lambda,\lambda'}), \quad (15)
\]

or, more succinctly,

\[
\Pi_{a}^{u} = \sum_{b} (\Pi_{b\rightarrow a} - \Pi_{a\rightarrow b}), \quad (16)
\]

where \( \Pi_{a}^{u} = \Pi_{a} - \Pi_{a}^{u} \) is the required change in multipole response of region \( a \), which is known, and the shifts \( \Pi_{a\rightarrow b} \) are to be determined. To preserve symmetry, it is essential that a multipole shift from \( a \) to \( b \) is accompanied by an equal and opposite shift from \( b \) to \( a \), that is, \( \Pi_{b\rightarrow a} = -\Pi_{a\rightarrow b} \).

In our previous work [16], it was assumed that \( \Pi_{b\rightarrow a} = 0 \) unless a covalent bond exists between \( a \) and \( b \). This gives a unique set of multipole shifts for simply connected molecules, because for ‘end’ regions \( a \) with only one bonded neighbour \( b \), Equation (16) and the antisymmetry of \( \Pi_{b\rightarrow a} \), give \( \Pi_{b\rightarrow a} = \Pi_{a}^{u}/2 \) and all other \( \Pi_{b\rightarrow a} = 0 \); all shifts for the ‘end’ regions are now known, and the procedure is repeated as necessary for all remaining regions having only one bonded neighbour with unknown shifts. However, if the molecule contains aromatic rings or other non-simply-connected features, the solution is no longer unique, and it is also scientifically undesirable, and often ambiguous, to introduce the subjective notion of a covalent bond into the procedure.

In this paper we therefore define the multipole shift between regions \( a \) and \( b \) by analogy with a flow of fluid between connected containers of initially
different pressures. A positive or zero ‘rate constant’ $k_{ab} = k_{ba}$ is assigned between each pair of regions, corresponding to the ease with which flow between the regions is possible. The required change in multipole response in each region is made a function of the ‘time’, $\Pi_2^r(t)$, with $\Pi_2^r(0) = \Pi_2^r$ in Equation (16). The flow equations are then written as

$$\frac{d\Pi_2^r(t)}{dt} = 2 \sum_{b \neq a} k_{ab} (\Pi_2^b(t) - \Pi_2^a(t)), \quad (17)$$

and these are solved. Since the local multipoles are chosen to satisfy Equation (4), the total required change in multipole response, $\sum_a \Pi_2^r$, is zero, and hence, provided that the regions are all connected together by non-zero $k_{ab}$ constants, the ‘flow’ process eventually produces the required multipole responses, with $\Pi_2^r(\infty) = 0$. The solution can be expanded as a sum of decaying exponential functions,

$$\Pi_2^r(t) = X e^{\lambda t} \chi^{T} \Pi_2^r(0), \quad (18)$$

where $\Pi_2^r(t)$ is a vector containing the $N$ values of $\Pi_2^r(t)$ for the $N$ regions of the molecule, $\Lambda$ is a diagonal matrix, which contains the eigenvalues of a matrix $k$ having off-diagonal elements $k_{ab}$ and diagonal elements $\kappa_{aa} = -\sum_b k_{ab}$, and $X$ is the matrix of normalized eigenvectors of $k$. If the conditions above hold, the eigenvalues are all negative, apart from a single zero eigenvalue. The total ‘flow’, or multipole shift from $b$ to $a$, is given by

$$\Pi_{b \rightarrow a} = - \int_0^\infty k_{ab} (\Pi_2^b(t) - \Pi_2^a(t)) \, dt. \quad (19)$$

The choice of ‘rate constant’ in our previous work [16] corresponds to $k_{ab} = 0$ when $a$ and $b$ are not bonded, and $k_{ab} \neq 0$ when $a$ and $b$ are bonded; the results do not depend on any of the individual non-zero $k_{ab}$ values in this case. In order to retain the reasonable behaviour of this method for simply connected molecules, and to extend it to other molecules, we now propose, somewhat in the spirit of the original DMA method [2], that $k_{ab}$ be made equal to the charge density at the $ab$ midpoint, $\rho((\mathbf{r}_a + \mathbf{r}_b)/2)$, but that if this midpoint is closer to a third atom than it is to $a$ and $b$, we put $k_{ab} = 0$. As a result, in most molecules at their equilibrium geometries, $k_{ab} = 0$ for pairs of atoms that are not covalently bonded. The results of our previous work are unchanged, but the method can now be straightforwardly extended to other molecules which are not simply connected. The molecules and computational methodology that we have chosen for this study are presented in the next section, followed by the results and conclusions.

3. Methods

In order to test the methodology, coupled Hartree–Fock (CHF) theory is used for calculating static polarizabilities, and time-dependent coupled Hartree–Fock (TDCHF) theory is used for calculating dynamic polarizabilities, which are needed to obtain dispersion coefficients. The systems chosen for study are water, carbon dioxide, the ring molecules oxirane ($\text{C}_3\text{H}_4\text{O}$) and benzene ($\text{C}_6\text{H}_6$), and the all-trans conformers of the alkane series, $\text{C}_n\text{H}_{2n+2}, n = 2–6$. Based on our previous study of static polarizabilities [16], united atoms are chosen for the calculations. Each CH$_n$ group, $n = 1–3$, is treated as a united atom centered on the carbon nucleus, and water is treated as a single entity. The molecular geometries are optimized using Molpro [17] at the SCF level using the aug-cc-pVDZ basis set [18] and the highest point-group symmetry appropriate for the molecule.

The multipoles for each (united) atom are calculated from Stone’s modified DMA algorithm [6], which was developed to overcome the large basis set dependence of the original DMA algorithm. The modified DMA method involves using atomic grids, similar to those used in density functional theory (DFT) calculations, to evaluate the multipole integrals involving diffuse basis functions where the sum of the exponents is less than a given threshold value. The original DMA procedure is used for larger exponents. Numerical tests using Dunning’s aug-cc-pVXZ basis sets [18] for $\text{C}_3\text{H}_6$ ($\text{X} = \text{D,T}$) and $\text{C}_6\text{H}_6$ ($\text{X} = \text{D}$) show that a smaller grid than that recommended by Stone [6] may be used, without loss of accuracy, for multipoles up to and including $l = 3$. Therefore, for molecules containing more than four carbon atoms, grid 5 given by Treutler and Ahlrichs [19] is used, with the Becke partitioning scheme recommended by Stone.

Local polarizabilities and dispersion energy coefficients are calculated using multipoles up to $l = 3$ for each united atom. The isotropic ($\tilde{\alpha}_l$) and anisotropic ($\Delta \alpha_l$) components of the dipole–dipole polarizabilities and the isotropic component of the quadrupole–quadrupole polarizability ($\tilde{\alpha}_2$) and of the octopole–octopole polarizability ($\tilde{\alpha}_3$) are defined in terms of the real and imaginary components ($l, \kappa$) of the spherical harmonics ($l, m$) [20] as

$$\tilde{\alpha}_l = \frac{1}{2l+1} \sum_k \alpha_{l,k} \quad (20)$$
The dependence of the polarizabilities on basis set for the modified DMA method is therefore used in this work, and, given the relatively small differences between the basis sets, the smallest basis set is used. The modified DMA method is therefore used in the rest of this work, and, given the relatively small differences between the basis sets, the smallest basis set (aug-cc-pVDZ) is used for most calculations, although some results obtained with the aug-cc-pVTZ basis set are also shown.

Dispersion coefficients are obtained from the TDCHF dynamic polarizabilities \( \alpha_{A}(l\alpha) \) using the Casimir–Polder integral,

\[
C_{\text{disp}}^{ab} = \frac{1}{2\pi} \int_{0}^{\infty} \alpha_{A,\lambda_{1},\lambda_{2}}(l\alpha)\alpha_{B,\lambda_{1}^{'},\lambda_{2}^{'}}(l\alpha) d\omega, \tag{22}
\]

where \( a \) and \( b \) are united atoms of molecules \( A \) and \( B \). The dynamic polarizabilities are localized in the same way as the static polarizabilities. This integral is evaluated using five-point numerical quadrature [21]. In order to reduce the amount of data presented, spherically averaged \( C_{6}, C_{8}, \) and \( C_{10} \) dispersion coefficients \( C_{6}^{0}, C_{8}^{0}, C_{10}^{0} \) are reported:

\[
C_{6}^{0} = \sum_{l=2}^{2l'} \left( \frac{2l+2l'}{2l} \right) \left( C_{\text{disp}}^{\lambda_{1},\lambda_{2},\lambda_{2}',\lambda_{1}'} \right), \tag{23}
\]

where \( 2l+2l'=2n \), and the average is over all \( \kappa \) and \( \kappa' [21] \).

### 4. Results and conclusions

The local polarizabilities of the ring molecules oxirane and benzene are calculated at the CHF/aug-cc-pVDZ level using the methodology introduced in Section 2. Oxirane is treated as three united atoms centred at the C and O nuclei. Since two different types of bond are present in the oxirane ring, the calculated local polarizabilities depend on the ‘rate constants’ \( k_{ab} \) associated with each type of bond, through the ratio \( k_{C_{O}}/k_{C-C} \). If this ratio is assumed to be equal to the ratio of the charge densities at the C–O and C–C bond centres, then its value calculated from SCF/aug-cc-pVDZ charge densities is 0.854. Polarizabilities calculated using this value are compared with other possible \( K = k_{C_{O}}/k_{C-C} \) ratios between 0.05 and 20 in Figure 1.

The results show that the dependence of local polarizabilities on the ratio of \( k \) values is fairly small over a wide range of \( K \) ratios. The isotropic polarizabilities do not become unphysically negative, and the relative size of the CH2 and O polarizabilities remains qualitatively the same, for all the \( K \) values considered. A dipole polarizability of about 10 atomic units is found for CH2. This is a little smaller than for CH2 groups in hydrocarbons (see, for example, Table 1). Its anisotropy is greater, which may be caused by the strained bond angles at the carbon atoms in oxirane.
To demonstrate the convergence of the local polarizabilities in practice, point-to-point induction energies are calculated for oxirane using randomly chosen pairs of points located at least two van der Waals radii from every atom, and no further than four van der Waals radii from at least one atom. The method is identical to that previously described [14,16]. The RMS differences between 250,500 directly calculated point-to-point induction energies, and corresponding multipolar induction energies obtained from the local polarizability representation, are calculated and summarized in Table 2. When local polarizabilities up to \( l = 3 \) are used, the RMS difference, expressed as a percentage of the complete range of calculated induction energies, is less than 0.1%. The corresponding RMS difference using molecular polarizabilities up to \( l = 3 \), expanded about the geometrical centre of the ring, is 0.2%.

These results are similar to results published previously for trans-alkanes [16], which shows that the method introduced in this work for dealing with the ring geometry does not noticeably affect the accuracy of the results.

Table 3 shows polarizabilities for the CH\(_2\) and O groups in oxirane, as previously described, and also for the CH groups in benzene, rotated into a coordinate system in which the \( x \) axis points from C towards H and the \( z \) axis is parallel to the six-fold molecular rotation axis. The same ‘rate constant’ \( k \) is used for all the C–C bonds in benzene, and the results are independent of this \( k \) value. Our method preserves the symmetry of the polarizabilities, i.e. all the CH groups in benzene have identical polarizabilities when they are rotated into the same coordinate system. This follows from the linear nature of the transformation from the local multipole responses to the

Figure 1. Local polarizabilities of the CH\(_2\) united atoms and O atom of oxirane as a function of the different treatment of CO and CC bonds in the localization procedure. Isotropic dipole polarizabilities are shown in (a), the polarizability anisotropies in (b), isotropic quadrupole polarizabilities in (c). Polarizabilities obtained using the aug-cc-pVDZ and aug-cc-pVTZ basis sets are shown by squares and triangles respectively. \( K \) is the \( k_{CO}/k_{CC} \) ratio defined in the text. The vertical line denotes the recommended value, \( K = 0.854 \).
local polarizabilities. The average dipole polarizabilities of the CH groups in benzene must be one-sixth of the total molecular dipole polarizability, but other symmetry-allowed polarizability components are not constrained to a particular value in this way.

The table shows that using the modified DMA method gives local polarizabilities which are more physically reasonable (the average polarizabilities are positive) and which depend less on the basis set. This supports the use of the modified DMA method. From the modified DMA results, it is pleasing to note that the local dipole, quadrupole and octopole polarizabilities increase less quickly with increasing multipole rank than the isotropic molecular polarizabilities (for benzene, the molecular polarizabilities calculated with the same basis set are \( \alpha_1 = 67 \), \( \alpha_2 = 1396 \), \( \alpha_3 = 43,400 \)). The anisotropy of the CH polarizabilities in benzene is relatively large, and reflects the relative ease with which electrons can be induced to move parallel to the plane of the aromatic ring, rather than perpendicular to it. This anisotropy should be taken into account when modelling Van der Waals interactions of aromatic molecules.

As described in Section 3, local dispersion energy coefficients have been calculated in the TDCHF approximation from imaginary-frequency-dependent local polarizabilities. Tables 4 and 5 show dispersion energy coefficients for the interaction of carbon dioxide and water, respectively, with hydrocarbon molecules from ethane to hexane. The calculations use CH\(_n\) united atoms for the hydrocarbons, the water molecule is treated as a single united atom, and in carbon dioxide each atom is treated separately. As an indication of the quality of the TDCHF results, values of \( C_6 \) calculated using pseudo-dipole oscillator strength distributions (DOSDs) [22–24] are compared with the molecular values obtained in the current work in Table 6. It can be seen that for the CO\(_2\)–hydrocarbon interaction, the current results are from 13.4% to 11.7% lower than the DOSD results, while for the H\(_2\)O–hydrocarbon interactions the current results are 15.3% to 13.2% lower than the DOSD results.
The local dispersion energy coefficients reflect the promising results already obtained [16] for the local polarizabilities. It seems that isotropic \( C_6 \), \( C_8 \) and even \( C_{10} \) dispersion energy coefficients calculated using this method will be transferable between chemically similar functional groups. For example, the spherically averaged \( C_6 \) dispersion energy coefficients take values between 55 and 60 atomic units for \( \text{CH}_3/\text{C}_0 \) water, between 31 and 34 atomic units for \( \text{CH}_3/\text{C}_0 \text{C(CO}_2 \), and between 37 and 40 atomic units for \( \text{CH}_3/\text{C}_0 \text{O(CO}_2 \).

As expected, the coefficients are generally larger for \( \text{CH}_3 \) groups than for \( \text{CH}_2 \) groups, and there also seems to be a small but consistent difference between the two types of \( \text{CH}_2 \) group defined in the tables. The convergence properties of the local \( C_n \) coefficients with increasing \( n \) are also good. In general, the local isotropic \( C_8 \) coefficients are less than 30 times larger than the \( C_6 \) coefficients in atomic units, and the \( C_{10} \) coefficients are less than 30 times the \( C_8 \) coefficients, whereas for the molecular coefficients shown in Table 6, these ratios are larger, and they vary much more with the size of the molecule. Some caution is necessary in interpreting these results quantitatively, because the higher \( C_n \) coefficients are not expected to be close to the basis set limit.

In Table 7, calculated non-expanded dispersion energies for water–hydrocarbon and \( \text{CO}_2 \)–hydrocarbon interactions are compared with the summation of the corresponding multipole series up to dipole, quadrupole and octopole polarizabilities, using the local

Table 4. Spherically averaged local dispersion energy coefficients for hydrocarbon–\( \text{CO}_2 \) interactions. The notation \( \text{CH}_3(A) \) denotes a functional group that is bonded to one or two methyl groups; \( \text{CH}_2(B) \) is bonded to two other \( \text{CH}_2 \) groups.

<table>
<thead>
<tr>
<th></th>
<th>( \text{C}_2\text{H}_6 )</th>
<th>( \text{C}_3\text{H}_8 )</th>
<th>( \text{C}<em>4\text{H}</em>{10} )</th>
<th>( \text{C}<em>5\text{H}</em>{12} )</th>
<th>( \text{C}<em>6\text{H}</em>{14} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_6 )</td>
<td>( \text{CH}_3–\text{C} )</td>
<td>31.9</td>
<td>32.3</td>
<td>33.2</td>
<td>34.0</td>
</tr>
<tr>
<td>( C_8 )</td>
<td>( \text{CH}_3–\text{C} )</td>
<td>829</td>
<td>869</td>
<td>885</td>
<td>881</td>
</tr>
<tr>
<td>( C_{10} )</td>
<td>( \text{CH}_3–\text{C} )</td>
<td>19,700</td>
<td>17,700</td>
<td>20,700</td>
<td>15,900</td>
</tr>
<tr>
<td>( C_6 )</td>
<td>( \text{CH}_3(A)–\text{C} )</td>
<td>–</td>
<td>25.8</td>
<td>25.5</td>
<td>24.2</td>
</tr>
<tr>
<td>( C_8 )</td>
<td>( \text{CH}_3(A)–\text{C} )</td>
<td>–</td>
<td>613</td>
<td>675</td>
<td>634</td>
</tr>
<tr>
<td>( C_{10} )</td>
<td>( \text{CH}_3(A)–\text{C} )</td>
<td>–</td>
<td>16,700</td>
<td>17,000</td>
<td>23,600</td>
</tr>
<tr>
<td>( C_6 )</td>
<td>( \text{CH}_2(B)–\text{C} )</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>28.0</td>
</tr>
<tr>
<td>( C_8 )</td>
<td>( \text{CH}_2(B)–\text{C} )</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>816</td>
</tr>
<tr>
<td>( C_{10} )</td>
<td>( \text{CH}_2(B)–\text{C} )</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>20,400</td>
</tr>
<tr>
<td>( C_6 )</td>
<td>( \text{CH}_3–\text{O} )</td>
<td>37.0</td>
<td>37.5</td>
<td>38.4</td>
<td>39.4</td>
</tr>
<tr>
<td>( C_8 )</td>
<td>( \text{CH}_3–\text{O} )</td>
<td>928</td>
<td>973</td>
<td>989</td>
<td>984</td>
</tr>
<tr>
<td>( C_{10} )</td>
<td>( \text{CH}_3–\text{O} )</td>
<td>20,500</td>
<td>18,100</td>
<td>21,400</td>
<td>16,000</td>
</tr>
<tr>
<td>( C_6 )</td>
<td>( \text{CH}_3(A)–\text{O} )</td>
<td>–</td>
<td>30.0</td>
<td>29.6</td>
<td>28.2</td>
</tr>
<tr>
<td>( C_8 )</td>
<td>( \text{CH}_3(A)–\text{O} )</td>
<td>–</td>
<td>684</td>
<td>753</td>
<td>707</td>
</tr>
<tr>
<td>( C_{10} )</td>
<td>( \text{CH}_3(A)–\text{O} )</td>
<td>–</td>
<td>17,400</td>
<td>17,400</td>
<td>24,800</td>
</tr>
<tr>
<td>( C_6 )</td>
<td>( \text{CH}_2(B)–\text{O} )</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>32.4</td>
</tr>
<tr>
<td>( C_8 )</td>
<td>( \text{CH}_2(B)–\text{O} )</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>913</td>
</tr>
<tr>
<td>( C_{10} )</td>
<td>( \text{CH}_2(B)–\text{O} )</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>20,900</td>
</tr>
</tbody>
</table>

Table 5. Spherically averaged local dispersion energy coefficients for hydrocarbon–\( \text{H}_2\text{O} \) interactions. The notation is the same as in Table 4.

<table>
<thead>
<tr>
<th></th>
<th>( \text{C}_2\text{H}_6 )</th>
<th>( \text{C}_3\text{H}_8 )</th>
<th>( \text{C}<em>4\text{H}</em>{10} )</th>
<th>( \text{C}<em>5\text{H}</em>{12} )</th>
<th>( \text{C}<em>6\text{H}</em>{14} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_6 )</td>
<td>( \text{CH}_3–\text{H}_2\text{O} )</td>
<td>55.5</td>
<td>56.3</td>
<td>57.7</td>
<td>59.1</td>
</tr>
<tr>
<td>( C_8 )</td>
<td>( \text{CH}_3–\text{H}_2\text{O} )</td>
<td>1517</td>
<td>1587</td>
<td>1615</td>
<td>1612</td>
</tr>
<tr>
<td>( C_{10} )</td>
<td>( \text{CH}_3–\text{H}_2\text{O} )</td>
<td>39,200</td>
<td>36,000</td>
<td>41,200</td>
<td>33,100</td>
</tr>
<tr>
<td>( C_6 )</td>
<td>( \text{CH}_3(A)–\text{H}_2\text{O} )</td>
<td>–</td>
<td>44.9</td>
<td>44.4</td>
<td>42.3</td>
</tr>
<tr>
<td>( C_8 )</td>
<td>( \text{CH}_3(A)–\text{H}_2\text{O} )</td>
<td>–</td>
<td>1127</td>
<td>1231</td>
<td>1154</td>
</tr>
<tr>
<td>( C_{10} )</td>
<td>( \text{CH}_3(A)–\text{H}_2\text{O} )</td>
<td>–</td>
<td>32,500</td>
<td>33,200</td>
<td>43,900</td>
</tr>
<tr>
<td>( C_6 )</td>
<td>( \text{CH}_2(B)–\text{H}_2\text{O} )</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>48.6</td>
</tr>
<tr>
<td>( C_8 )</td>
<td>( \text{CH}_2(B)–\text{H}_2\text{O} )</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1482</td>
</tr>
<tr>
<td>( C_{10} )</td>
<td>( \text{CH}_2(B)–\text{H}_2\text{O} )</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>39,800</td>
</tr>
</tbody>
</table>
dispersion energy coefficients calculated in this work (including anisotropic coefficients not shown explicitly above) as well as the molecular dispersion energy coefficients. The non-expanded calculations are performed at the same level of monomer TDCHF theory, with the same basis set. Intermolecular separations and orientations are chosen at random, but in order to avoid any significant charge overlap effects, all geometries where two heavy atoms are separated by less than twice the sum of their van der Waals radii are not used. Geometries where all heavy atoms are separated by more than four times the sum of their respective van der Waals radii are also rejected, to avoid a large number of small dispersion energies. A total of 5000 intermolecular geometries are used.

By comparing previous results for induction energies (Table VIII of reference [16]) with the results for water–alkane interactions in Table 7, it can be seen that the multipole series for the dispersion energy converges more slowly than it does for the induction energy. Further, the results obtained by considering only dipole polarizabilities ($C_6$ dispersion energy coefficients) are not negative enough. Figure 2 shows

<table>
<thead>
<tr>
<th>Atomic</th>
<th>Molecular</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l=1$</td>
<td>$l=2$</td>
</tr>
<tr>
<td>$C_2H_6$–$CO_2$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>16.79</td>
</tr>
<tr>
<td>$C_3H_8$–$CO_2$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>17.37</td>
</tr>
<tr>
<td>$C_4H_{10}$–$CO_2$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>14.93</td>
</tr>
<tr>
<td>$C_5H_{12}$–$CO_2$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>16.80</td>
</tr>
<tr>
<td>$C_6H_{14}$–$CO_2$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>18.28</td>
</tr>
<tr>
<td>$C_2H_6$–$H_2O$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>27.53</td>
</tr>
<tr>
<td>$C_3H_8$–$H_2O$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>27.88</td>
</tr>
<tr>
<td>$C_4H_{10}$–$H_2O$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>24.97</td>
</tr>
<tr>
<td>$C_5H_{12}$–$H_2O$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>28.65</td>
</tr>
<tr>
<td>$C_6H_{14}$–$H_2O$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>26.38</td>
</tr>
</tbody>
</table>

Table 6. Spherically averaged molecular dispersion energy coefficients for hydrocarbon–$CO_2$ and hydrocarbon–$H_2O$ interactions from this work and DOSD values for $C_6$ [22–24].

<table>
<thead>
<tr>
<th>Atomic</th>
<th>Molecular</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l=1$</td>
<td>$l=2$</td>
</tr>
<tr>
<td>$C_2H_6$–$CO_2$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>16.79</td>
</tr>
<tr>
<td>$C_3H_8$–$CO_2$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>17.37</td>
</tr>
<tr>
<td>$C_4H_{10}$–$CO_2$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>14.93</td>
</tr>
<tr>
<td>$C_5H_{12}$–$CO_2$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>16.80</td>
</tr>
<tr>
<td>$C_6H_{14}$–$CO_2$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>18.28</td>
</tr>
<tr>
<td>$C_2H_6$–$H_2O$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>27.53</td>
</tr>
<tr>
<td>$C_3H_8$–$H_2O$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>27.88</td>
</tr>
<tr>
<td>$C_4H_{10}$–$H_2O$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>24.97</td>
</tr>
<tr>
<td>$C_5H_{12}$–$H_2O$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>28.65</td>
</tr>
<tr>
<td>$C_6H_{14}$–$H_2O$</td>
<td>rms %</td>
</tr>
<tr>
<td>max %</td>
<td>26.38</td>
</tr>
</tbody>
</table>
that this discrepancy is quite consistent when atomic dispersion energy coefficients are used; the spread of values calculated with $l = 1$ is sufficiently small that the possibility of empirically scaling the multipolar values to fit the calculated values could be considered. This is not the case for the molecular $l = 1$ results, for which the spread is much larger. When quadrupole and octopole polarizabilities are included in calculating the local dispersion energy coefficients, the series appears to converge towards the calculated values, and the RMS differences in Table 7 decrease. As might be expected, there is little or no evidence of convergence with increasing multipole rank when molecular dispersion energy coefficients are used, especially for the larger molecules. The calculations using local dispersion energy coefficients also seem to give fairly consistent errors for different molecules with the same maximum multipole rank. This is not true for the molecular dispersion energy coefficients, which give worse results for larger molecules. These results suggest that our localization procedure has successfully removed any significant effects of the molecular size on the divergence of the multipole series, which means that it could be applied to molecules of any size.

5. Summary
A method has been described for calculating the polarizabilities of atoms and united atoms within molecules. It uses the calculated response of local multipoles to an applied electrostatic potential, and adjusts these to give symmetrical, localized polarizabilities. This adjustment involves the transfer of multipoles between neighbouring atoms, which is done in a general way involving no fitting or subjective assumptions about bonding. The resulting polarizabilities appear to be transferable between functional groups in similar chemical environments.

The method should be suitable for use in more precise calculations of local polarizabilities, using larger basis sets and accounting for electron correlation. For Hartree–Fock and Kohn–Sham calculations, a major contribution to the computer time is currently the calculation of the multipole integrals using the modified DMA method. It is likely that the computational effort could be reduced by treating all the basis set exponents using a DFT grid, rather than separating them into sums of exponents above and below a threshold value, and the effect of this simplification on the results should be investigated. The use of explicitly correlated methods to evaluate polarizabilities requires calculation of the response of the density matrix to each perturbation separately, which involves eight density calculations for dipole plus quadrupole perturbations, and a further seven for octopole perturbations. The total effort is therefore about an order of magnitude larger than a single-point energy calculation using the same theoretical method.

Calculating long-range energies from a multipole series requires truncation of the series at some multipole rank. From the results in this paper, it is suggested that including polarizabilities up to quadrupole gives the best compromise between accuracy and computational effort for both induction and dispersion energies. Local octopole polarizabilities do improve the results, and should probably be used for high-accuracy work on small molecules, but the

Figure 2. Dispersion energies for butane–CO$_2$. The molecular (a) and local (b) multipolar dispersion energies are plotted against the calculated induction energies. Red plus symbols denote multipolar energies calculated using polarizabilities up to $l = 1$, blue crosses use polarizabilities up to $l = 2$, black stars use polarizabilities up to $l = 3$. 

---

A method has been described for calculating the polarizabilities of atoms and united atoms within molecules. It uses the calculated response of local multipoles to an applied electrostatic potential, and adjusts these to give symmetrical, localized polarizabilities. This adjustment involves the transfer of multipoles between neighbouring atoms, which is done in a general way involving no fitting or subjective assumptions about bonding. The resulting polarizabilities appear to be transferable between functional groups in similar chemical environments.

The method should be suitable for use in more precise calculations of local polarizabilities, using larger basis sets and accounting for electron correlation. For Hartree–Fock and Kohn–Sham calculations, a major contribution to the computer time is currently the calculation of the multipole integrals using the modified DMA method. It is likely that the computational effort could be reduced by treating all the basis set exponents using a DFT grid, rather than separating them into sums of exponents above and below a threshold value, and the effect of this simplification on the results should be investigated. The use of explicitly correlated methods to evaluate polarizabilities requires calculation of the response of the density matrix to each perturbation separately, which involves eight density calculations for dipole plus quadrupole perturbations, and a further seven for octopole perturbations. The total effort is therefore about an order of magnitude larger than a single-point energy calculation using the same theoretical method.

Calculating long-range energies from a multipole series requires truncation of the series at some multipole rank. From the results in this paper, it is suggested that including polarizabilities up to quadrupole gives the best compromise between accuracy and computational effort for both induction and dispersion energies. Local octopole polarizabilities do improve the results, and should probably be used for high-accuracy work on small molecules, but the
improvement between $l = 2$ and 3 is not so great as it is between $l = 1$ and 2, and the number and complexity of angular terms in the series increases significantly.

Local polarizabilities and dispersion energy coefficients calculated using this method should be suitable for applications such as fitting and modelling interactions between molecules, and molecular simulations of the gas, liquid and solid states. In condensed phases, non-additive interactions are important, and the calculated polarizabilities could also be used to evaluate local non-additive induction and dispersion energy coefficients.
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